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Question Answering (QA) on Knowledge Base
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Large-scale knowledge graphs
e Properties of billions of entities
e Plus relations among them

An QA Example:

Question: what i1s Obama’s citizenship?
* Query parsing:
(Obama, Citizenship,?)
* I|dentify and infer over relevant subgraphs:
(Obama, Bornln, Hawaii)
(Hawari, PartOf, USA)
e correlating semantically relevant relations:
Bornln ~ Citizenship
Answer: USA



Symbolic approaches to QA: production system

https://en.wikipedia.org/wiki/Production system (computer science)

* Production rules
e condition—action pairs
e Represent (world) knowledge as a graph

 Working memory
e Contains a description of the current state of the world in a reasoning process

e Recognizer-act controller
e Update working memory by searching and firing a production rule

e A case study: MSR MindNet [Dolan+ 93; Richardson+ 98]



https://en.wikipedia.org/wiki/Production_system_(computer_science)
http://www.aclweb.org/anthology/C98-2175

Case study of Question Answering with MindNet

e Build a MindNet graph from:
e Text of dictionaries
e Target corpus, e.g. an encyclopedia (Encarta 98)

* Build a dependency graph from query

* Model QA as a graph matching procedure
e Heuristic fuzzy matching for synonyms, named entities, wh-words, etc.
e Some common sense reasoning (e.g. dates, math)

* Generate answer string from matched subgraph
* Including well-formed answers that didn’t occur in original corpus



Fragment of lexical space surrounding “bird”
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Fuzzy Match against MindNet

Input LF:

Who assassinated Abraham Lincoln?

American actor John Wilkes Booth, who A Q o m‘ o
was a violent backer of the South during OO O

the Civil War, shot Abraham Lincoln at

Ford's Theater in Washington, D.C., on
April 14, 1865.




Generate output string

X

“John Wilkes Booth shot Abraham Lincoln”



Worked beautifully!

e Just not very often...

e What went wrong?
 One major reason: paraphrase alternations

The Mississippi River is 3,734 km (2,320 mi) long.

...is nearly 86 km long...

...is a short river, some 4.5 miles (7.2 km) in length

The total length of the river is 2,145 kilometres (1,333 mi).

“How long is the X river?”

... at the estimated length of 5,464 km (3,395 mi)...

...is @ 25-mile (40 km) tributary of ...
e ... has a meander length of 444 miles (715 km)...

... Bali’s longest river, measuring approximately 75 kilometers from source to mouth.

The ... mainstem is 2.75 miles (4.43 km) long although total distance from
headwater source tributaries to the sea is 14 miles (23 km).



Symbolic Space

- Knowledge Representation
- Explicitly store a BIG but incomplete
knowledge graph (KG)
- Words, relations, templates
- High-dim, discrete, sparse vectors
- Inference
- Slow on a big KG w. millions of paths
- Keyword/template matching is sensitive to
paraphrase alternations
- Human comprehensible but not computationally
efficient

Neural Space

- Knowledge Representation
- Implicitly store entities and structure of KG in a
compact way that is more generalizable
- Semantic concepts/classes
- Low-dim, cont., dense vectors shaped by KG

- Inference

- Fast on compact memory
- Semantic matching is robust to paraphrase

alternations

- Computationally efficient but not human

comprehensible yet

A

/

“film", *‘award”
film-genre/films-in-this-genre
film/cinematography
cinematographer/film
award-honor/honored-for
netflix-title/netflix-genres
director/film
award-honor/honored-for




ReasoNet with Shared Memory

e ~* Input/output modules are task-specific

* Shared memory encodes task-specific
knowledge

 Working memory (hidden state $;) Contains a
description of the current state of the world in a
reasoning process

e Search controller performs multi-step inference
to update S; of a question using knowledge in
shared memory

e Shared memory and search controller are jointly
learned

[Shen+ 163] H


https://arxiv.org/abs/1611.04642

Joint learning of Shared Memory and Search Controller
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Joint learning of Shared Memory and Search Controller
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The Knowledge Base Question Answering Results on WN18 and FB15K

Model Additional Information WNI18 FB15k
Hits@10 (%) MR Hits@10 (%) MR
SE (Bordes et al., 2011) NO 80.5 985 39.8 162
Unstructured (Bordes et al., 2014) NO 38.2 304 6.3 979
TransE (Bordes et al., 2013) NO 89.2 251 47.1 125
TransH (Wang et al., 2014) NO 86.7 303 64.4 87
TransR (Lin et al., 2015b) NO 02.0 225 68.7 77
CTransR (Lin et al., 2015b) NO 02.3 218 70.2 75
KG2E (He et al., 2015) NO 03.2 348 74.0 59
TransD (Jietal., 2015) NO 02.2 212 77.3 91
TATEC (Garcia-Duran et al., 2013) NO - - 76.7 58
NTN (Socher et al., 2013) NO 66.1 - 41.4 -
DISTMULT (Yang et al., 2014) NO 04.2 - 57.7 -
STransE (Nguyen et al., 2016) NO 94.7 (93) 244 (206) 79.7 69
RTransE (Garcia-Duran et al., 2015) Path - - 76.2 50
PTransE (Lin et al., 2015a) Path - - 84.6 58
NLFeat (Toutanova et al., 2015) Node + Link Features 04.3 - 87.0
Random Walk (Wei et al., 2016) Path 04.8 - 74.7
ReasoNet (Shen+ 16a) NO 95.3 249 92.7 38

15



Shared Memory: long-term memory to store learned
knowledge, like human brain

 Knowledge is learned via performing tasks, e.g., update memory to answer new questions
 New knowledge is implicitly stored in memory cells via gradient update
e Semantically relevant relations/entities can be compactly represented using similar vectors.

“family” “film™, *award”
lived-with/participant film-genre/films-in-this-genre
breakup/participant film/cinematography
marriage/spouse \*@ @4 cinematographer/film
vacation-choice/vacationer award-honor/honored-for
support/supported-organization M netflix-title/netflix-genres
marriage/location-of-ceremony /O /Q O\ director/film

canoodled/participant aw ard-honor/honored-for
dated/participant / \ \

“person” “sports” “tv program’

person/gender sports-team-roster/team tv-producer-term/program
person/nationality basketball-roster-position/player tv—pmducer-ten?pmducer-type ,
military-service/military-person basketball-roster-position/player tw,:-guest-rolaj’epl!-.odas:—appaared—m
government-position-held/office-holder baseball-player/position-s t\,r-pmg\_ranli"linngages
leadership/role appointment/appointed-by t\,r-gue st-ro lﬁ d.cmrff‘
person/ethnicity batting-statistics/team tw—fnrgg;an 5’}:1’:”_0 hdf
person/parents ba!-;ktthall—pla}lrer—statsfteam ?“’ arc- D“ﬁr crntorf: ;_Dr. .
herson/place-of-birth person/profession v-program/country-of-origin "




Visualization of Reasoning in MRC Models

** Translate Natural Language to Image
** Multi-step Image Editing via Dialogue




Dialogue

e What kinds of Problems?
* Deep RL for dialogues
* Three case studies
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Three types of dialogue systems

 Social bot (not to be discussed today)
 Microsoft Xiaolce,
 MISR Data-Driven Conversation

ﬁTask-compIetion bot \
e Movie ticket booking

* Hotels booking Goal-oriented
e Travel assistant (slot-filling)
* Info bot dialogues

* Find the closest Starbucks with drive-thru

e Find a family-friendly movie directed by Andrew Stanton
k near Redmond for upcoming weekend afternoons /



https://www.microsoft.com/en-us/research/project/data-driven-conversation/

VMISR’s neural conversation engine

Neural model learns the general shape of conversation, and
the system output is situationally appropriate and
coherent...

hi

how are you ?

not bad

what 's wrong ?

nothing really

wan na talk about it ? i 'm here if you wan na talk x
well, i 'm just tired

me too, i 'm here if you wan na talk

thanks , what are you doing ?

you 're welcome and i 'm watching tv and you ?
on netflix ?

yeah , i 'm watching it on netflix .

what are you watching ?

a tv show .

nice , did you have dinner already ?

no, not yet . what about you ?

< ISIZSISI IS IS IS IS T

A more goal-oriented example. No grounding into a real calendar,

but the “shape” of the conversation is fluent and plausible...

would thursday afternoon work sometime ?

yeah, sure . just let me know when you ‘re free .

after lunch is probably the best time

okay , sounds good . just let me know when you ‘re free .
would 2 pm work for you ?

works for me .

well let ‘s say 2 pm then i ‘Il see you there

sounds good .

<I<IISHT

Generating responses vs. retrieving responses
Easy to incorporate contextual info via embedding
- User profile — personalized conversation
- knowledge bases — grounded conversation
The engine is E2E learned from conversation experience
- Learning a goal-oriented conversation engine via RL
Ongoing: knowledge-grounded dialogue

21

[Sordoni+ 15; Li+ 16a]



http://research.microsoft.com/apps/pubs/?id=241719
http://arxiv.org/abs/1510.03055

Conversation in the real world

tripadvisore ?ﬂlﬁ

SATORI The
context . Weather

encoder Channel

* conversation history
* persona
) * user data
ol (bio, social graph, etc.)
3833 - visual signal
(camera, picture etc.)
e knowledge base

e mood Because of
e geolocation eooe| |eoee
e time

o000 > 0000
L




Image-grounded dialogue

Neural approaches allow language models to be grounded in the world, i.e., link language to real-world signals
such as images, machine state, sensor data from biomedical devices.

photo + tweet: | forgot to take a pic before i took a bite
generated reply:  is that ice cream (-0.63088092890878522)

photo + tweet: who wants some paleo donuts ? :
generated reply:  oh my gosh oh my gosh can i have one (-0.62831618986092508)

Output of a neural conversation model trained on 250K Twitter conversations sparked by a tweeted photo

[Mostafazadeh+ 17] 23



https://arxiv.org/abs/1701.08251

An example dialogue of MovieBot

: can i get 2 tickets for race

: What date would you like to watch 1it?
: tomorrow

: Which theater would you like?

: amc pacific place 11 theater
: Which city you would like?
: Sseattle

: What time would you like to see it?
- 10°00 _nm

Some of our dialogues can be more complex: RERSESNCIEIRLcIgRYell
 Natural language understanding errors cific place 11 theater

—> reason under uncertainty
e Constraint violation

- revise information collected earlier

ON O U1l AW NEO

Source code available on https://github.com/MiulLab/TC-Bot



https://github.com/MiuLab/TC-Bot

Slot-filling dialogues

* Slot: information to be filled in before completing a task
O For movie-bot: movie-name, theater, number-of-tickets, price, ...

 Dialog act (intent)

O Inspired by speech act theory (communication as action)
request, confirm, inform, thank-you, ...

0 Some may take parameters:
request(price)
confirm(moviename=“kungfu panda”)
inform(price=510)
thank-you()

25



Multi-turn (goal-oriented) dialogue

“Find me a Request(movie;

Dialog Manager

Bill Murray movie” (Spoken) Language actor=bill murray) . Knowledge Base
| ' Understanding SIS RIS

’Q‘E “When was it Request
1 released” \ETNCINENEOELCI (release_year)
Generation / Synthesis
amazon echo
N

Entity-Centric Knowledge Base

Release

Movie Actor
Year

Groundhog Day Bill Murray 1993

Australia Nicole Kidman

Mad Max: Fury Road




Conversation as RL

State,
Stimulus,
Situation

“Find me a

* Observation / Action

Agent
g O Raw utterance (natural language form)
Reward, Action, . . .
Gain, Payoff, Response, O Semantic representation (dialog-acts)
Cost Control
Environment |g—— * Reward
(world)

Request(movie;

Bill Murray movie” (ST Il actor=bill murray)
Understanding

‘% “When was it

released” NEITENELEOECR  (release_year) |
Generation / Synthesis

*

raw

Request

*

semantic

Dialog Manager

& State Tracking
Dialog Policy

0 +10 upon termination if succeeded
0 —10 upon termination if failed
wowesgeze O —1 per turn

-

e State

O Explicitly defined (POMDP-based, ...)
O Implicitly defined (RNNs)

27

Earlier examples: [Levin+ 00; Singh+ 02; Williams & Young 07]



A user simulator for RL and evaluation

Text Input

Are there any action
movies to see this
weekend?

Natural Language Generation (NLG)

W, — Wy w, =— FEO5
—
- ? ;

®
-l
’ User Dialogue Action

Inform(location=5an Francisco)

I
User Agenda Modeling

User Simulator

Language Understanding (LU)

i [ "
o= “ Zintent:

System Action/Policy T
request_location

Semantic Frame
request_maovie
genre=action,
date=this weekend

End-to-End Neural Dialogue System

[Li+ 17] https://github.com/Miulab/TC-Bot

 Robustness: automatic action
selection based on uncertainty
by RL

e Flexibility: allow user-initiated
behaviors

e Reproducibility: a R&D setting
that allows consistent
comparisons of competing
methods

28


https://arxiv.org/abs/1612.05688
https://github.com/MiuLab/TC-Bot

Three case studies

* Info bot: end-to-end training with non-differentiable knowledge base
[Dhuwan+ 17]

e Composite task completion bot with Hierarchical RL [Peng+ 17]

Zachary+ 17

29


https://arxiv.org/abs/1609.00777
https://arxiv.org/abs/1704.03084
https://arxiv.org/abs/1608.05081

InfoBot as an interactive search engine

* Problem setting
e User is looking for a piece of information from one or more tables/KBs

e System must iteratively ask for user constraints (“slots”) to retrieve the
answer

* A general rule-based approach
e Given current beliefs, ask for slot with maximum uncertainty

e Works well in most cases but,
e Has no notion of what the user is likely to be looking for or likely to know
* No principled way to deal with errors/uncertainty in language understanding



InfoBot as an interactive search engine

Natural N Query
Language LY State Tracker/ :
Understanding Belief Tracker . Results Database

(NLU)

Dialog State

Natural
Language
Generator
(NLG)

System
Response

User simulator Dialog Act

Dialog Policy

31



Deep Reinforcement Learning

___________________________________________________________________________________________________ Not Differentiable!
State Tracker /

Query

Acts/Entities

Dialog State *

Dialog Policy

| Results Database

Backprop

Dialog Act

32



Our end-to-end approach

Knowledge Base

Dialog Manager

“Find me 3 Request(movie;

Bill Murray movie” (Spoken) Language actor=bill murray) 0
> : g State Tracking
| Understanding
’\5 “When was it Request
t released” Natural Language ~ (release_year) Sellorm Fale e
Generation / Synthesis & y

Use a single deep NN for {dialog manager and KB}

Whole network can

Recurrent network to track states of conversation be end-to-end

i I
Maintain (implicitly) a distribution over entities in KB trained by BP/SGD!

A summary network to “summarize” distribution information

A

Multilayer perceptron policy network -



Entity-Centric Knowledge Base

Soft attention for e

Movie Actor

Year

K B | OO ku p Groundhog Day Bill Murray 1993
Australia Nicole Kidman X
Mad Max: Fury Road X 2015

e Posterior computation:

Pr("GroundhogDay") « Pr( Actor = "Bill Murray") - Pr(ReleaseYear = "1993") ---

Each Pr(slot = value) is computed in terms of LU outputs

* Soft KB-lookup: sample a movie according to the posterior
e Randomization results in differentiability (similar to policy gradient alg.)
e As opposed to using SQL queries to look up results deterministically

Whole system can be trained using policy gradient & back-propagation

34



Result on IMDB using KB-InfoBot w/ simulated users

e~ Knowledge Base (head, relation, tail)

' Maovie=? . (Groundhog Day, actor, Bill Murray)
Actor=Bill Murra\) (Groundhog Day, release year, 1993)
\ilease Yeti‘?ﬂ/ (Australia, actor, Nicole Kidman)

(Mad Max: Fury Road, release year, 2015)

——
O

Find me the Bill Murray’s movie.

i

- When was it released? .
# L N

N>~ [ think it came out in 1993.

-

'\.__.-:_f
Groundhog Day is a Bill Murray / KB-InfoBot
mavie which came out in 1993. |

User

-

Rule-Soft 0.76 3.94 0.83
RL-Hard 0.75 3.07 0.86
RL-Soft 0.80 3.37 0.98
E2E-RL 0.83 3.27 1.10

1.2

= = =
N o to =

Average Rewards

o
(]

=+=SimpleRL-NoKB
=@=5impleRL-HardKB
| SimpleRL-SoftKB
=== Enidd-to-End

0 10 20 30 40
Number of Dialogues (x 12800)

35



Results on real users

1.0 10
p=0.03 o
0.9 ns | |
_ | | 8
p=0.01
v 0.8 | | 7
E n
p £
g 0.7 IE :
5 1+
=
N 0.6 4
3
0.5
2
0.4 1
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Three case studies

 Composite task completion bots with Hierarchical RL [Peng+ 17]



https://arxiv.org/abs/1704.03084

Composite task completion bot with Hierarchical RL

[Peng+ 17]

[ Travel Assistant J

Book Flight

~

Reserve
Restaurant

Book Hotel

<~

Actions

“subtasks”

Naturally solved by
hierarchical RL

38


https://arxiv.org/abs/1704.03084

A hierarchical policy learner

Top-level Dialogue Policy Tt4(ge; St)

Low-level Dialogue Policy Tt 4(as; Se, 9t)

.Eg1

S St

t — —-J2

: Jt—»
In

Similar to HAM [Parr & Russell 98] and hierarchical DQN [Kulkarni+ 16]

39


https://people.eecs.berkeley.edu/%7Erussell/classes/cs294/f05/papers/parr+russell-1998.pdf
https://arxiv.org/abs/1604.06057

Success rate

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

Results on simulated and real users

—— Rule Agent
—— RL Agent
— HRL Agent

0 50 100 150

Simulation Epoch (smoothed)

200

Success Rate

1.0

0.8

0.6

0.4

0.2

0.0

p=0.002

0.43

RLA

0.75

HRL A

p=0.0016

0.36

RL B

0.56

HRL B

p=0.00002

0.39

0.66

HRL
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Subgoal discovery for HRL:

//——\f_f % .

range (initiation set) of each

untodandmark controller £
T o G
Landmarks ¢
Problem ?»\ /._/»
.rr' ’/r’ .‘-‘-E
Intemupted Solution,
(474 Steps) ~T——u
J-/. .,/

SMDF Solution
(600 Steps) .~

h HE W
— i f

Figure 3: Subgoals for the landmarks problem (Sutton et al., 1999).
Though the solution with subgoals may not be optimal, having the
subgoals could usually reduce the search space, and potentially accelerate

the learning efficiency. .

divided and conquer



The 4-room game

Figure 7: Termination probability visualization for the 4-room experiment.
Each time the agent travels from the upper-left corner cell to the
lower-right corner cell. The visualization shows the termination
probabilities of the RNN generative models in the HRL training after the
sequence segmentation process. Darker colors mean higher probabilities.



Three case studies

Peng+ 17

* Task-completion bots: efficient exploration for domain extension
[Zachary+ 17]



https://arxiv.org/abs/1704.03084
https://arxiv.org/abs/1608.05081

Domain extension

* Most goal-oriented dialogs require a closed and well-defined domain
e Hard to include all domain-specific information up-front

New slots can be gradually introduced

time

Initial system deployed \ Challenge for exploration:

How to explore efficiently
e to collect data for new slots
e When deep models are used

Actor
Director
MPAA Rating . )
- R (@]
Critic Rating n S =
) =) o
Genre S -8 °
Release Year © S 8

— | writer

44



Efficient exploration for dialogue

e e-greedy can be slow & wasteful, frequently trying known bad moves
* Compared to Atari/Go settings, failures in dialogue systems confer high economic costs
e Given uncertainty information, one can make smarter exploration decisions
 DQNs give best estimates of value functions, but don’t offer uncertainty information
e Our solution: get uncertainty info from Bayesian neural networks

e Explore in area where the model is not confident




Deep Bayes-by-Backprop Q Network
(Deep BBQ Networks)

e Construct a BBQN w. Gaussian variational dist. and Gaussian prior

e Explore by Thompson sampling, drawing Monte Carlo (MC) samples
from a stochastic neural net
e draw w; from g(w|0).
e set a; = argmax,Q(s;, a; wy)
e At train time draw one MC sample from BBQN and update by SGVB,
using the re-parameterization trick [Kingma & Welling 13]



https://arxiv.org/abs/1312.6114

Deep Q-network (DQN)

DQN-learning of network weights 8: apply SGD to solve

P

2
6 « arg m@inz (rt+1 Ty max Qr(se+1,a) — Qr(st, at))
A

t T
“Target network” to
synthesize regression target

§ “Learning network” whose
» 7>° weights are to be updated
o]

47
[DeepMind 15]



http://www.nature.com/nature/journal/v518/n7540/pdf/nature14236.pdf

state

Bayes-by-Backprop Q (BBQ) network

cccccccoee

BBQ-learning of network params 6 = (,u, 02):

6 = arg r%in KL(q(leL) || p(w|Data))
L

Still use “target network” 61
to synthesize regression target

« Parameter learning: solve for 8 with Bayes-
by-backprop [Blundell+ 15]

e Params 6 quantifies uncertainty in Q-values

e Action selection: use Thompson sampling
for exploration

48



success rate

Results on simulated users

0.8

0.7

0.6

0.5

0.4

0.3

0.2

BBQN-VIME-MAP

BBQN-VIME-MC
BBQN-MAP
BBQN-MC
VIME-MAP PO,
VIME-MC A e AL
Bootstrap sl el
Bolzmann .. P
DQN - A ST,
4 . ~e s
..«_f’— o = -\~\-7 :‘-.-:-a‘
oS s .
-~ .\ G

50

100
round

150

200

Our BBQ approach
successfully explores to
adapt to handle new slots.

It also works best in regular

dialogue settings (with
fixed/full domain)
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BBQ results with real users

Success Rate

0.7

0.6

o
&)

O
N

I
w

o
N

o
RN

o
o

p=0.026
|
0.46

I I ]

BBQN

p=0.342

I
0.45

b-DQN

I
0.48

b-BBQN

p=0.002

a-DQN

I
0.53

a-BBQN

« DQN/BBQN: regular
dialogue policy learning
(with full/fixed domain)

e b-*: model trained on
smaller domain

e a-*: models trained
after domain extension
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Summary

* Neural approaches to MRC and QA
 Knowledge representation and search in neural space
e A case study: ReasoNet w/ long-term memory
e Ongoing research: visualize the reasoning process in neural space
e Learn more at Deep Learning for Machine Reading Comprehension

* An intelligent, human-like, open-domain conversational system
e Dialogue as RL
* Two case studies: Info bot and composite-task completion bot
* Ongoing research: subgoal discovery for hierarchical RL
e Learn more at deep RL for goal-oriented dialogues

51


https://www.microsoft.com/en-us/research/project/deep-learning-machine-reading-comprehension/
https://www.microsoft.com/en-us/research/project/deep-reinforcement-learning-goal-oriented-dialogue/
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